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Abstract— Data quality problems arise with the constantly 
increasing quantity of data. The quality of data stored in real-
world databases are assured by the vital data cleaning 
process. Several research fields like knowledge discovery in 
databases, data warehousing, system integration and e-
services often encounter data cleaning problems. The 
fundamental element of data cleaning is usually termed as 
deduplication that is the process of identifying the documents 
signifying the same entity, i.e. redundant data. The proposed 
technique consists of a method based on artificial neural 
network for deduplication technique. A set of data generated 
from some similarity measures are used as the input to the 
proposed system. There are two processes which characterize 
the proposed deduplication technique, the training phase and 
the testing phase. The proposed approach is tested with two 
different datasets for the evaluating the efficiency. The 
experimental results showed that the proposed deduplication 
technique has higher accuracy than the existing method. The 
accuracy obtained for the proposed deduplication at optimal 
threshold is 79.8%.  
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testing 

I. INTRODUCTION 

Data warehouses that are archives of data gathered from 
numerous data sources constitute the foundation of the 
majority of existing decision support applications and CRM 
(Customer Relationship Management). Precision of 
decision support analysis on data warehouses is vital 
because important business decisions are influenced by 
such analysis [2]. Independent and practically incompatible 
standards may be followed by data sources as they are 
independent. In most cases, query results are a mix of pages 
containing different entities that share the same name. In an 
ideal retrieval system, a user would simply input an entity 
or concept name and receive search results clustered 
according to the different entities/concepts that share that 
name. One method to advance such system is to include 
additional information in the indexed documents [3]. 
Normally, organizations become aware of sensible precise 
disparities or inconsistencies while accumulating data from 
different sources to employ a data warehouse. Such 
problems belong to the category called data heterogeneity 
[4]. Erroneous duplication of data occurs when information 
from diverse data sources that store overlapping 
information is integrated [5]. But, data received at the data 
warehouse from external sources have errors like spelling 
mistakes, inconsistent conventions across data sources, 
omitted fields etc.,. Arriving data tuples from outside 

sources need rationale and modification for providing high 
data quality [2]. An `error-free' procedure in the data 
warehouse is recommended by data quality. Data cleaning 
techniques are essential to improve the quality of data [6]. 

Data mining methods and techniques utilizing software 
or algorithms called data mining tools, effectively mine and 
provide an edifying and useful analysis [7]. Predictive and 
Descriptive are two types of data mining models. The 
descriptive models like Clustering, Summarization, 
Association rule, Sequence discovery etc discover the 
properties of the analyzed data by recognizing the patterns 
or relationships in data [8]. Clustering classifies a set of 
objects into a number of subsets called clusters such that 
objects of the same cluster are exceedingly similar and 
objects of different clusters are dissimilar to each other [9]. 
Clustering is recognized as an important process to 
condense and summarize the information because it can 
provide a synopsis of the stored data [10]. The predictive 
model like Classification, Regression, Time series analysis, 
Prediction etc., using the known values determine the 
unknown data [8]. Classification technique which 
comprises many decision-theoretic methods for recognizing 
data is a wide ranging research field capable of processing 
a broader category of data than regression [11,12]. The 
classification algorithm constructs a model by learning 
from the training set. New objects are classified by using 
this model [13]. Numerous classification algorithms 
available are k-nearest neighbor (k-NN) algorithm [14], 
neural network [15], Naive Bayes, decision tree [16, 17], 
Bayesian network [18], and support vector machine (SVM) 
[19]. The exceedingly popular classification algorithm 
called k-NN exhibits good performance characteristics [20] 
and it is used in several diverse applications [21] like 3-
dimensional object rendering, content-based image retrieval 
[22], statistics (estimation of entropies and divergences) 
[23], biology (gene classification) [24-26]. 

Data cleaning, also called data cleansing or scrubbing, 
enhance the quality of data by identifying and eradicating 
errors and inconsistencies from the data [27]. It aims at 
enhancing the overall data compatibility by concentrating 
on eradication of changes in data contents and minimizing 
data repetition. Record duplicates, omitted values, record 
and field resemblances and duplicate eradications are 
detected by current data cleaning techniques [28], [6]. 
Detection of other or several records that signify one 
distinct real world entity or object is performed by the 
duplicate record detection process [4, 29]. The difficulty of 
duplicate detection is really to find whether the same real-

M. Padmanaban et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 3 (4) , 2012,4637 - 4644

4637



world object is represented by two or more distinct 
database entries. Record linkage, object identification, 
record matching etc., are remarkable names for Duplicate 
detection. It is a greatly researched topic and has high 
importance in fields such as master data management, data 
warehousing and ETL (Extraction, Transformation and 
Loading), customer relationship management, and data 
integration [4]. The two innate problems that must be 
addressed by duplicate detection are quick detection of all 
duplicates in large data sets (efficiency) and proper 
determination of duplicates and non-duplicates 
(effectiveness) [30]. 

Clustering is the categorization of objects into diverse 
groups, or more exactly, the division of a data set into 
subsets (clusters), so that the data in each subset (ideally) 
reveal a few common traits frequently proximity based on 
certain defined distance measure. The process of splitting 
database into a set of mutually exclusive subsets (blocks) 
such that matches do not occur across blocks is commonly 
termed as blocking. Hence, the efficiency of duplicate 
detection is increased by blocking which substantially 
improves the speed of the comparison process [31]. For 
example, classifying a set of people records based on the 
zip codes in the address fields, avoids comparing records 
that have different zip codes [32]. Fingerprint-based and 
full text-based are the two types of common duplicate 
detection methods [33]. Textual similarity, typically 
quantified using a similarity function [34] such as, edit 
distance or cosine similarity is utilized by most of the 
current approaches to determine if two representations are 
duplicates [35]. 

In this paper, a technique for deduplication is plotted 
based on the artificial neural network (ANN). The 
documents are processed initially with some similarity 
measures namely, dice coefficient, Damerau-Levenshtein 
distance, and Tversky index. The similarity measures are 
used to generate the model parameters for the documents 
that are subjected for testing deduplication. The model 
parameters calculated are used for processing with the 
ANN. The ANN has two phases, one is the training phase 
and other is the testing phase. In the training phase, the 
ANN is trained to fix some result for the hidden layer 
according to the input feature and target feature. The 
training phase is targeted to find the duplicates and non-
duplicates from the given inputs. The proposed 
deduplication technique is evaluated by testing it with two 
different dataset namely, Restaurant dataset and Cora 
dataset. 

The main contributions of the proposed approach are, 
 A set of model parameters are selected from three 

different similarity measures. 
 An artificial neural network is designed in specific 

to the deduplication. 
 Weightage parameter for the neural network is 

calculated from the training phase. 
 In the testing phase, the process of deduplication 

executed according to the training data. 

II. REVIEW OF RELATED WORK 

  A handful of researches are available in literature for 
deduplication. In recent times, deduplication is in 

distributed manner, has attracted researchers significantly 
due to the demand of scalability and efficiency. Here, we 
review the recent works available in the literature for 
deduplication and the different techniques used for it. 

Hong-Jie Dai et al. [3] have conducted a survey of 
advanced Entity Linking techniques. They gave a survey of 
the EL tasks in the general and the biomedical domain.  
Results of their EL work were provided for reference, 
which uncover new EL challenges found in biomedical text 
mining, along with discussions regarding their possible 
solutions. K.Deepa et al. [35] have proposed an approach to 
Duplicate Record Detection Using Similarity Metrics and 
ANFIS. They developed a domain independent approach to 
detect duplicate records presented in large databases. The 
approach adopts ANFIS and similarity functions to 
improve duplicate detection. The main aim of using ANFIS 
was to reduce the time taken for making decisions in 
detecting the duplicates. To minimize the number of record 
comparisons, an appropriate clustering method, known as 
K-means clustering was used in the duplicate detection 
phase. Their method was tested on the real-life datasets and 
the performance was evaluated with the evaluation metrics. 
They showed that their proposed approach detect duplicates 
efficiently and accurately. Hanna Kopcke et al. [36] have 
comparatively analyzed 11 proposed frameworks for entity 
matching. Their study considers both frameworks, which 
do or do not utilize training data to semi automatically find 
an entity matching strategy to solve a given match task. 
Moreover, they considered support for blocking and the 
combination of different match algorithms. Their study 
aims at exploring the current state of the art in research 
prototypes of entity matching frameworks and their 
evaluations. The proposed criteria should be helpful to 
identify promising framework approaches and enable 
categorizing and comparatively assessing additional entity 
matching frameworks and their evaluations. P. Christen 
[37] has conducted a survey on Indexing Techniques for 
Scalable Record Linkage and Deduplication. They 
presented a survey of twelve variations of six indexing 
techniques. Their complexity was analysed, and their 
performance and scalability were evaluated within an 
experimental framework using both synthetic and real data 
sets. They aimed at reducing the number of record pairs to 
be compared in the matching process by removing obvious 
non-matching pairs, while at the same time maintaining 
high matching quality. T.A. Faruquie et al. [38] have 
presented a system that was easily configurable to suit the 
data cleansing needs of an enterprise. They build a system 
that was scalable, elastic, and configurable. Each enterprise 
has unique needs, which makes it necessary to customize 
both the infrastructure and the cleansing algorithms to 
address these needs. Gianni Costa et al. [39] have proposed 
an incremental technique for discovering duplicates in large 
databases of textual sequences, i.e., syntactically different 
tuples, that refer to the same real-world entity. Each newly 
arrived tuple was assigned to an appropriate cluster via 
nearest-neighbor classification. This was achieved by 
means of a suitable hash-based index, which maps any 
tuple to a set of indexing keys and assigns tuples with high 
syntactic similarity to the same buckets. An extensive 
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experimental evaluation on both synthetic and real data has 
shown the efficacy of their proposed approach. 

III. MOTIVATION BEHIND THE RESEARCH 

Several systems that rely on consistent data to offer high 
quality services, such as digital libraries and e-commerce 
brokers, may be affected by the existence of duplicates, 
quasireplicas, or near-duplicate entries in their repositories. 
Because of that, there have been significant investments 
from private and government organizations in developing 
methods for removing replicas from its data repositories. 
The redundant data exist in the data repository causes 
problems like excess memory usage, high execution time 
etc. So in order to overcome the difficulties, techniques like 
deduplication algorithms are used to find and separate the 
redundant data in a data repository. Gianni Costa et al [1] 
have proposed an approach to record deduplication using 
incremental clustering. The incremental clustering based 
approach to record deduplication that combines several 
different pieces of evidence extracted from the data content 
to find a deduplication function that is able to identify 
whether two entries in a repository are replicas or not. 
Inspired from the above research, a deduplication method is 
implemented in this paper with artificial neural network. 

A.  Artificial neural network (ANN) 

An artificial neural network is a system based on the 
operation of biological neural networks, in other words, is 
an emulation of biological neural system. ANN is a 
technique used for specific processes like classification, 
optimization, etc.A neural network can perform tasks that a 
linear program cannot.When an element of the neural 
network fails, it can continue without any problem by their 
parallel nature. A neural network follows a learning 
procedure, thus it need not be reprogrammed. An artificial 
neural network is mainly of two types, 

1. Feed forward neural network, where the data ow 
from input to output units is strictly feed forward. 
The data processing can extend over multiple 
(layers of) units, but no feedback connections are 
present, that is, connections extending from 
outputs of units to inputs of units in the same layer 
or previous layers. 

2. Recurrent neural networks that do contain 
feedback connections. Contrary to feed-forward 
networks, the dynamical properties of the network 
are important. In some cases, the activation values 
of the units undergo a relaxation process such that 
the neural network will evolve to a stable state in 
which these activations do not change anymore. In 
other applications, the changes of the activation 
values of the output neurons are significant, such 
that the dynamical behavior constitutes the output 
of the neural network. 

In the current work we are using feed forward neural 
network for the purpose of deduplication. The neural 
network we used is a multi-layered neural network. The 
basic structure of a neural network includes three basic 
layers a data layer, a hidden layer and an output layer. The 
structure can be illustrated through the following figure. 
 

 
Figure. 1 Basic Structure of multilayered Neural Network 

Here the data layer contains data which is given as the 
input and the hidden layer contain values, which is obtained 
from the computation of the data inputs and randomly 
generated weights. The two process executed through the 
neural network are training phase and the testing phase. In 
the training phase, the data input are feed to the nodes in 
order to find the weights between each node. This will 
weight value calculated in the training phase will give the 
output value in the testing phase. 2 

IV. PROPOSED DEDUPLICATION METHOD WITH NEURAL 

NETWORK 

A neural network based method gives high impact to the 
problem of deduplication with ANN’s advance leaning 
architectures. So once it has executed then nothing can alter 
the process of ANN. The ANN can be implemented with 
any application and can be implemented with any problem. 
The initial step regarding the deduplication based on the 
artificial neural network is to find the model parameters 
generated from the similarity functions. The similarity 
function, which we used are 

1. Dice coefficient 
2. Damerau–Levenshtein distance 
3. Tversky index 

The value generated from the above plotted similarity 
distance measures are used as the input to the ANN. The 
documents, which are to be tested for the data redundancy, 
are processed with similarity measure and each of the 
measure will produce model parameters. These parameters 
are the basic processing units of the artificial neural 
network. 
 
1. Dice coefficient 

Dice coefficient is a similarity measure identical to the 
Sørensen similarity index, referred to as the Sørensen-Dice 
coefficient. It is not very different in form from the Jaccard 
index but has some different properties than the jaccard 
index. The function ranges between zero and one, like 
Jaccard. Unlike Jaccard, the corresponding difference 
function ||||/|)|2(1 YXYXd  is not a proper distance 

metric as it does not possess the property of triangle 
inequality.  The similarity function for the dice’s 
coefficient can be given by the following expressions, 
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YX

YX
S




  

Where S represents the similarity measure, X and Y are 
the documents used for the comparison. The resultant od S 
is a set of model parameters. 
 
2. Damerau–Levenshtein distance 

In information theory and computer science, the 
Damerau–Levenshtein distance is a "distance" between two 
strings, i.e., finite sequence of symbols, given by counting 
the minimum number of operations needed to transform 
one string into the other, where an operation is defined as 
an insertion, deletion, or substitution of a single character, 
or a transposition of two adjacent characters. The name 
Damerau–Levenshtein distance is used to refer to the edit 
distance that allows multiple edit operations including 
transpositions, although it is not clear whether the term 
Damerau–Levenshtein distance is sometimes used in some 
sources as to take into account non-adjacent transpositions 
or not. The similarity algorithm of the Damerau-
Levenshtein distance yields a set of the model parameters 
for the processing of neural network.   
 
3. Tversky Index 

The Tversky index is an asymmetric similarity measure 
that compares a variant to a prototype. The Tversky index 
can be seen as a generalization of Dice's coefficient and 
Tanimoto coefficient. For sets X and Y of keywords used 
in information retrieval, the Tversky index is a number 
between 0 and 1 given by 

||||||

||
),(

XYYXYX

YX
YXS





  

Where,   and   are the parameters of the Tversky 
index. The similarity measure also provide a set of model 
parameters.   
 

 
Figure. 2 Process diagram 

The above plotted figures 2 shows the processing 
diagram of the neural network based deduplicate method. 
As mentioned above, a multilayered technique is used in 
the proposed neural network based deduplication method. 

Consider a document set D which includes a set of 
duplicate and non-duplicate documents. The set of 
documents can be represented as, 

],....,,[ 21 ndddD  , Dd  and n=1,2,3,…. 

Now the set of documenst are subjected for the 
processing with the similarity measures. The similarity 
measures used in the proposed approach are Dice 
coefficient (DC), Damerau-Levenshtein (DL) and Tversky 
Index (TI). The similarity measures process the input 
documents from the document set D and produces the 
model parameters. Each of the similarity measures 
produces model parameters individually for the document 
set D. Three similarity measures is used for the 
computation of the model parameters because a model 
parameters are the most significant factor in the proposed 
neural network method. Thus the model parameter 
calculation should be precise and accurate. The model 
parameters produced are listed in the following set of data. 

],....,,[ 21 nDC mmmM   
],....,,[ 21 nDL mmmM   
],....,,[ 21 nTI mmmM   

The above listed are the set of model parameter 
generated based on the similarity measures stated above. 
The next phase of the proposed approach is to sort and 
combine the three set of model parameters for the 
processing of the deduplication with ANN. The input to the 
ANN is two set, which are, a set of data consist of the 
sorted model parameters and a set of data consisting of the 
weightage values. The weightage value is a parameter set 
for the neural network. 

],....,,[ 21 nSort mmmM   

],....,,[ 21 nwwwW   

Where Msort is the sorted model parameters values and 
the set W represents the set with weightage parameters of 
the neural network.  
 

 
Figure. 3 ANN for Deduplication 

The above is the design of the artificial neural network 
for the deduplication purpose. The Kj is the output obtained 
by calculating weightage and the model parameters. In this 
manner we get output for all the model parameters from the 
set Msort. The generalized expression for the calculation of 
Kj is given by,  





n

j
jjj mwK

1

.
 

Where, Kj is the output generated by processing all of 
the weightage value and the model parameters. The ANN 
designed for the proposed deduplication technique will 
generate two output values KNonDup and KDup. The value 
KNonDup is specific for the non-duplicate documents and 
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KDup is specific for duplicate documents.In the figure 
showing the model of the artificial neural network designed 
for the proposed deduplication process, we can find a 
function named as activation functions represented by Af. 
The activation function acts as a squashing function, such 
that the output of a neuron in a neural network is between 
certain values like 0 and 1. In general there are three types 
of activation functions, but in the proposed approach the 
following activation function is used. A threshold is set for 
driving the Kjvalue to some value in therange [0,1].  












0,0

0,1
)(

j

j
jf Kif

Kif
KA  

There is the Threshold Function which takes on a value 
of 0 if the summed input is less than a certain threshold 
value (Kj), and the value 1 if the summed input is greater 
than or equal to the threshold value. According to the final 
Kj values we execute the deduplication. 

A. Training Phase 

The ANN designed for the deduplication purpose goes 
through a training phase. In the training phase, a set of 
input is given to fix the weightage value for the ANN based 
on the deduplication requirements. The training phase is 
conducted with two input layers, one contains the input 
values from the model parameters and the other contains 
the output values stating the duplicates and non-
duplicates.The training phase is characterized by two layers 
input feature and target feature. In accordance with the 
input feature and output features the neural network will 
generate the weightage values in specific to the 
deduplication process. The main processing sequenc of the 
training processes can be illustrated as, 

Input feature  neural network weight/ threshold 
adjustment  Error vector  Target feature  
 

 
Figure. 4 Training Phase 

In the training phase, a supervised learning is 
implemented i.e.associative learning in which the network 
is trained by providing it with input and matching output 
patterns. These input-output pairs can beprovided by an 
external teacher, or by the system which contains the neural 
network. In the proposed approach input is the model 
parameters and the output is the value corresponding to the 
duplicates and the non-duplicates. So the neural network 
processes the weight value according to the input features 
given. This weightage values are then fixed for the neural 
network designed for the proposed deduplication technique. 

B . Testing phase 

A sample document is given to the ANN designed for 
the proposed deduplication technique. The sample 
document is either duplicate or non-duplicates, but when it 
is subjected to the trained neural network it will yields a 
value. If the value is either similar to the values represented 
for the duplicates and non-duplicates. Thus the neural 
network produces a more data relevant result for 
identifying the duplicates from the dataset. 












NonDuptest

Duptest
test KKifteNonDuplica

KKifDuplicate
K

,

,

 
 

 
Figure. 5 Testing of a document 

V. RESULT AND ANALYSIS 

The performance of the proposed deduplication 
technique is evaluated in the following section under 
different evaluation criteria. The algorithms are 
implemented in MATLAB and executed on a core i5 
processor, 2.1MHZ, 4 GB RAM computer. 

A.  Dataset description 

In the experiment we have selected datasets from the 
Riddle data repository [40] and the datasets used is 
Restaurant dataset. The datasets, which we are used in our 
proposed approach, is detailed below.  

Dataset1 [Restaurant]: This dataset contains four files of 
500 records (400 originals and 100 duplicates), with a 
maximum of five duplicates based on one original record 
(using a Poisson distribution of duplicate records), and with 
a maximum of two modifications in a single attribute and in 
the full record. 

Dataset2 [Cora]: This dataset contains four files of 400 
records (300 originals and 100 duplicates), with a 
maximum of five duplicates based on one original record 
(using a Poisson distribution of duplicate records), and with 
a maximum of two modifications in a single attribute and in 
the full record. 

B.  Evaluation criteria 

In the proposed deduplication technique two criteria are 

considered for the evaluation purpose, one is accuracy and 

the other is time for execution. The accuracy defines how 

precise is the proposed deduplication technique with the 

above mentioned dataset. Tine for execution is the factor 

that defines how much time is required for the proposed 

deduplication technique to record the deduplication.   
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1) Accuracy 

The accuracy is the proportion of true results such as 

true positives and true negatives in the population. It is a 

parameter of the test. The accuracy value is calculated from 

the following equation. 

positivesfalseofnumbernegativestrueofnumber

negativesfalseofnumberpositivestrueofnumber

negativestrueofNumberpositivestrueofNumber
accuracy







 

Here the number of duplicates is considered as the 

number of true negatives and the numbers of non-

duplicates are considered as the true positive. The variance 

in their value is considered as the accuracy of the proposed 

deduplication technique.  

 
2) Time 

Time is the factor that defines the required time for 
executing the proposed deduplication technique. The time 
for execution is calculated from the starting of the proposed 
technique to till the termination of the proposed technique. 

C.  Performance Evaluation 

In this section, we plot the performance analysis of the 

proposed deduplication technique, when the proposed 

technique is applied to the different datasets namely 

Restaurant and Cora dataset. The dataset are represented as 

dataset 1 and dataset 2 for the ease of representation. The 

evaluation factors used are Time and accuracy. All the 

experiments are carried out with three threshold values. 

 
Figure. 6 Analysis based Accuracy 

 
Figure. 7Analysis based on Time 

In the above figures 6 and 7 represents the proposed 
performance evaluation of the proposed deduplication 
technique. The accuracy is plotted in the figure 6, by 
analyzing the accuracy values, it can be stated that accuracy 
is varied in both the dataset according to the different 
threshold values. The threshold is varied as 1, 1.75 and 2. 
In the case of time also there is no much different, the time 
also sensitive according to the threshold value increases. 
The optimal performance is obtained at threshold value 
1.75, i.e. at threshold 2. 

D.  Comparative analysis 

The comparative analysis concentrates on the 

performance analysis of the proposed deduplication with an 

existing deduplication technique. The existing technique 

we considered here is an incremental clustering based 

deduplication method proposed by Gianni Costa et al.[1].  

In existing method features of the incremental clustering 

method is used to find the duplicates from a given dataset. 

The comparison analysis is done by applying the proposed 

deduplication technique and the existing technique on 

Restaurant data set on the basis of precision, recall and 

time, under three threshold values. 

 

 
Figure. 8Comparison based on precision 

 

 
Figure.9.Comparison based recall 
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Figure. 10 Comparison based on Time 

In the above figures 8 and 9 the comparison analysis of 
the proposed deduplication technique and the existing 
incremental clustering based deduplication technique are 
plotted. In the recall precision based analysis, it can be 
found that, the proposed deduplication technique achieved 
considerable increase in accuracy level at different 
threshold values. The highest value of precision and recall 
achieved by the proposed technique are 0.85 and 0.84 
respectively, while that of the incremental clustering based 
deduplication technique are 0.83 and 0.81. The figure 10 
shows the comparison analysis of the time of execution. In 
time analysis, the proposed technique utilize more time for 
the processes of deduplication.  

  VI. CONCLUSION 

The deduplication has been one of the most emerging 
techniques for data redundancy and duplication. The 
duplication creates lots of problems in the information 
retrieval system. In this paper, a deduplication technique 
based on artificial neural network is implemented. The 
technique uses a set of similarity values for calculating the 
deduplication among the dataset. The proposed 
deduplication technique uses a training phase to calculate 
the weight parameter to the neural network and then a 
testing phase is implemented to find the redundant or 
duplicate data. The proposed deduplication technique is 
used with two dataset to evaluate it performance in the 
deduplication purpose. The performance analysis showed 
that the proposed technique performswell in finding the 
deduplication. The performance evaluation is based on two 
different factors, one is accuracy and other is time, the 
highest accuracy obtained for the proposed deduplication 
technique is 79.8%. A comparison study has done to the 
proposed deduplication technique with the existing genetic 
program based deduplication technique. The accuracy 
achieved for proposed deduplication technique is 79.8% 
while the existing technique achieved only 76.8% a fixed 
threshold value.Future up-gradation to the proposed 
deduplication technique can be done with the help of 
advanced learning algorithms.  
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